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#### Abstract

An asymptotic formula for the zeros, $z_{n}$, of the entire function $e_{q}(x)$ for $q \ll 1$ is obtained. As $q$ increases above the first collision point at $q_{1}^{*} \approx 0.14$, these zeros collide in pairs and then move off into the complex $z$ plane. They move off as (and remain) a complex conjugate pair. The zeros of the ordinary higher derivatives and of the ordinary indefinite integrals of $e_{q}(x)$ vary with $q$ in a similar manner. Properties of $e_{q}(z)$ for $z$ complex and for arbitrary $q$ are deduced. For $0 \leqslant q<1, e_{q}(z)$ is an entire function of order 0 . By the Hadamard-Weierstrass factorization theorem, infinite product representations are obtained for $e_{q}(z)$ and for the reciprocal function $e_{q}^{-1}(z)$. If $q \neq 1$, the zeros satisfy the sum rule $\sum_{n=1}^{\infty}\left(1 / z_{n}\right)=-1$.


## 1. Motivation

The $q$-exponential function [1, 2], which occurs [3, 4] in the study of quantum algebras, is defined by

$$
\begin{equation*}
e_{q}(z) \equiv \sum_{n=0}^{\infty} \frac{z^{n}}{[n]!} \tag{1}
\end{equation*}
$$

where $[n]!=[n][n-1] \ldots[1],[0]!=1$. The 'bracket \#' for $q$ real and positive is defined by

$$
\begin{equation*}
[x]_{q}=[x]=\frac{q^{x / 2}-q^{-x / 2}}{q^{1 / 2}-q^{-1 / 2}} \tag{2}
\end{equation*}
$$

and is called the ' $q$-deformation' of $x$. It , and $e_{q}(z)$, are invariant under $q \leftrightarrow 1 / q$. So, unless noted otherwise, we take $0<q<1$ in this paper.

As $q \rightarrow 1, e_{q}(z) \rightarrow \exp (z)$ and as $q \rightarrow 0, e_{q}(z) \rightarrow 1+z$. From (1), we see that $e_{q}(z)$ is an entire function (a transcendental entire function) and $\left|e_{q}(z)\right| \leqslant e_{q}(|z|) \leqslant \exp (|z|)$. So the series representation converges uniformly and absolutely for all finite $z$ independent of the value of $q . e_{q}(z)$ has an essential singularity at infinity. For $x>0, e_{q}(x)$ is positive. But for $x<0$, we have an alternating series. For $x<0$ and $q<\sim 0.14$ there is a universal


Figure 1. Plot showing universal behaviour of $e_{4}(x)$ for $q<q_{1}^{*}\left(q_{7}^{*} \approx 0.14\right)$. The broken curve for $x$ positive is $\exp (x)$.


Figure 2. An enlargement of the preceding figure, $e_{q}(x)$ for $q=0.1$, in the small negative $x$ region. The curve for $q=0.2$ shows the dip that occurs in $e_{\varphi}(x)>0$ after a collision of an associated-pair of zeros. At $q_{1}^{*} \approx 0.14$ the first two zeros, $z_{1}$ and $z_{2}$, collide and move off the negative real axis into the complex $z$ plane. They move off as (and remain) a complex conjugate pair.
behaviour independent of the value of $q$ consisting of increasing amplitude oscillations of decreasing frequency as $x \rightarrow(-\infty)$ (see figures 1 and 2 ).

However, not much is known quantitatively about $e_{q}(z)$. In particular, little is known about its zeros. These zeros and the properties of $e_{q}(x)$ for $x$ negative appear prominently in a completeness relation [5,9] for the $q$-analogue coherent states (cs)

$$
\begin{equation*}
\int|z\rangle_{q}\langle z| \mathrm{d} \mu(z)+\int|\tilde{z}\rangle_{q}\langle\tilde{z}| \mathrm{d} \tilde{\mu}=1 \tag{3}
\end{equation*}
$$

Thus, in quantum field theory the properties of $e_{q}(z)$ are also important for the various $q$-analogue diagonal operator representations $[6,7]$ analogous to the $P-, Q$-, and $W$ representations in quantum optics.

In (3), the $q$-analogue $\mathrm{cs},|z\rangle_{q}$, are eigenstates of the $q$-boson annihilation operator where $z$ is a complex number, $a|z\rangle_{q}=z|z\rangle_{q}$, with

$$
\begin{equation*}
a a^{+}-q^{ \pm 1 / 2} a^{+} a=q^{\mp N / 2} \tag{4}
\end{equation*}
$$

and $\left[N, a^{+}\right]=a^{+},[N, a]=-a$. Then,

$$
\begin{equation*}
|z\rangle_{q}=N(z) \sum_{n=0}^{\infty} \frac{z^{n}}{\sqrt{[n]!}}|n\rangle \tag{5}
\end{equation*}
$$

where $N(z)=e_{q}\left(|z|^{2}\right)^{-1 / 2}$. For the measure

$$
\begin{equation*}
\mathrm{d} \mu(z)=(1 / 2 \pi) e_{g}\left(|z|^{2}\right) e_{g}\left(-|z|^{2}\right) \mathrm{d}_{g}|z|^{2} \mathrm{~d} \theta \tag{6}
\end{equation*}
$$

the first term in (3) gives $[5,6]$

$$
\begin{equation*}
\int|z\rangle\langle z| \mathrm{d} \mu=\sum_{n=0}^{\infty} \frac{1}{[n]!} \int_{0}^{\zeta_{i}} x^{n} e_{q}(-x) \mathrm{d}_{q} x|n\rangle\langle n| \tag{7}
\end{equation*}
$$

with $x=|z|^{2}$. In (7) the integral over $|z|^{2}$ is a $q$-integration over the interval from zero to some $\zeta_{i}>0$ ( $i$ fixed) where $-\zeta=-\zeta_{1}$ is the largest zero of $e_{q}(z),-\zeta_{2}$ the next largest, etc.

Note that $e_{q}(x)$ in the negative $x$ region is the significant factor in the measure. The other factor $e_{q}\left(|z|^{2}\right)=\{N(z)\}^{-2}$, is required only to cancel the normalization factor of $|z\rangle_{q}$.

The second term [7] in (3) also depends on the ( $i$ fixed) zero $\zeta_{i}$. The set of $q$-discrete auxiliary states $|\tilde{z}\rangle_{q}$ are also eigenstates of an $\tilde{a}_{k}$ annihilation operator (see appendix 2)

$$
\begin{align*}
& \tilde{a}_{k}\left|\tilde{z}_{k}\right\rangle=\left(q^{1 / 4} \tilde{z}_{k}\right)\left|\tilde{z}_{k}\right\rangle  \tag{8}\\
& \left|\tilde{z}_{k}\right\rangle \equiv M_{k} \sum_{j=0}^{\infty} \frac{\left(q^{1 / 4} \tilde{z}_{k}\right)^{j}}{\sqrt{[j]!}}|j+k\rangle \tag{9}
\end{align*}
$$

where

$$
\begin{equation*}
\left|\tilde{z}_{k}\right|^{2} \equiv x_{k}=q^{k / 2} \zeta_{i} \tag{10}
\end{equation*}
$$

with $k=0,1, \ldots ; M_{k}=e_{q}\left(q^{1 / 2} x_{k}\right)^{-1 / 2}$. So for the discrete measure

$$
\begin{align*}
& \mathrm{d} \tilde{\mu}_{k}=\frac{1}{2 \pi M_{k}^{2}} e_{q}\left(-\left|\tilde{z}_{k}\right|^{2}\right) \mathrm{d} \theta  \tag{11a}\\
& \int|\tilde{z}\rangle\langle\tilde{z}| \mathrm{d} \tilde{\mu}=\sum_{n=0}^{\infty} \sum_{k=0}^{n} \frac{1}{[n-k]!}\left(q^{1 / 2} x_{k}\right)^{n-k}|n\rangle\langle n| e_{q}\left(-x_{k}\right) . \tag{11b}
\end{align*}
$$

In (11a) and (11b), $e_{q}$ in the negative $x$ region also appears. The resolution of unity is satisfied since $[5,7]$

$$
\begin{equation*}
\int_{0}^{\zeta_{i}} e_{q}(-x) x^{n} \mathrm{~d}_{q} x=[n]!\left\{1-\sum_{k=0}^{n} \frac{\left(q^{1 / 2} x_{k}\right)^{n-k}}{[n-k]!} e_{q}\left(-x_{k}\right)\right\} \tag{12}
\end{equation*}
$$

is the $q$-analogue of Euler's formula for $\Gamma(x)$.
In the completeness relation (3), the separate contributions from the $q$-bosons and from the auxiliary $q$-bosons depend on the choice made for the $i$ th zero $\zeta_{i}$, of $e_{q}(z)$. It is true that when both terms are combined, this dependence on $\zeta_{i}$ cancels out. Nevertheless, for the $q$-boson term alone this $\zeta_{i}$ dependence is very important mathematically, by (12), and most likely is also important physically for $q$ values sufficiently different from 1.

Note that the upper integration limit in (12) need not be the absolute value of a zero of $e_{q}$. However, for $\zeta_{i}$ as the upper integration limit, the standard Euler identity follows as $q \rightarrow 1$.

In complex analysis, the distribution of the zeros of an entire function is connected with the growth of the entire function. This is another reason for a more quantitative study of the zeros of $e_{q}(z)$.

Lastly, the $e_{\varphi}(z)$ function frequently appears in the current literature on quantum algebras. Knowledge of the simple properties of $e_{q}$, and of the inverse function
$e_{q}^{-1}(z)$, for $z$ complex and for arbitrary $q$ should be useful to formal investigations, to applications of $q$-symmetries, and to other applications of the $e_{q}(z)$ function in physics.

In section 2 we study the properties of the zeros of $e_{q}(x)$ for $q<q_{1}^{*}\left(q_{1}^{*} \approx 0.14\right)$. For $q \ll 1$, asymptotic formulae for these zeros, and for those of its derivatives and indefinite integrals are obtained. Section 3 examines the pairwise collision of associated zeros that is found to occur as $q$ increases above $q_{1}^{*} \approx 0.14$. Section 4 then studies the properties of the complex function $e_{q}(z)$ for $z$ complex and for arbitrary $q$. In section 5 , we show that $e_{q}(z)$ is an order zero entire function and obtain infinite product representations for $e_{q}(z)$ and for the reciprocal function $e_{q}^{-1}(z)$. We show that the zeros of $e_{q}$ satisfy the sum rule $\Sigma_{n=1}^{\infty}\left(1 / z_{n}\right)=-1$ for $q \neq 1$. The properties of Jackson's $E_{q}(z)$ function are discussed in appendix 1 since it occurs for a simple alternative realization of the $q$ boson commutation relations. In appendix 2 we briefly review the properties of the auxiliary $q$-boson operators $\tilde{a}_{k}$ and $\tilde{a}_{k}^{+}$. Appendix 3 contains some additional results about $e_{\eta}(z)$.

## 2. Properties of the zeros of $e_{\mathrm{q}}(\boldsymbol{x})$ for $q<\sim 0.14$

Since $e_{q}(x)$ is defined for $x<0$ by a convergent alternating series with terms which monotonically decrease in absolute value (after sufficiently many terms), we can reliably analyse its behaviour numerically since the error in truncating the series is less than the absolute value of the first term dropped, provided the absolute values of the terms have already started to monotonically decrease.

However, before reporting numerical results, we will analytically obtain an asymptotic estimate of the values of the zeros of $e_{q}(x)$ which is extremely accurate when $q \ll 1$. Exton has shown [1,2] that a less explicit procedure gives exactly the zeros of Jackson's $q$-exponential function [10] $E_{q}(x)$ for $q>1$, and that it gives a good estimate for the zeros of $\cos _{q}(y) \equiv \operatorname{Re}\left\{e_{q}(\mathrm{i} y)\right\}$ and of $\sin _{q}(y) \equiv \operatorname{Im}\left\{e_{q}(\mathrm{i} y)\right\}$. The method we propose in this paper gives the same estimates as Exton's in these three instances.

The series representation for the $q$-exponential function is

$$
e_{q}(z)=\sum_{n=0}^{\infty} \frac{z^{n}}{[n]!}
$$

When $q$ is small or $n$ large, the deformation of $n$ can be approximated,

$$
\begin{equation*}
[n]_{q}=\frac{q^{(1-n) / 2} q^{(1+n) / 2}}{1-q} \approx \frac{q^{(1-n) / 2}}{1-q} \tag{13a}
\end{equation*}
$$

or

$$
\begin{equation*}
[n]_{q} \approx \frac{p^{2(i-n)}}{1-q} \tag{13b}
\end{equation*}
$$

where

$$
\begin{equation*}
p=q^{1 / 4} \quad \text { (positive fourth root) } \tag{13c}
\end{equation*}
$$

We use this approximation to estimate $[n]_{q}!$ and $\log \left([n]_{q}!\right)$ for $n \geqslant 1$ :

$$
\begin{equation*}
[n]_{q}!=\frac{p^{-n(n-1)}}{(1-q)^{n}}\left\{(1-q)\left(1-q^{2}\right) \ldots\left(1-q^{n}\right)\right\} \tag{13d}
\end{equation*}
$$

so

$$
[0]!\equiv 1
$$

and

$$
\begin{align*}
& {[1]!=\frac{1}{1-q}\{1-q\}} \\
& {[2]!=\frac{p^{-2}}{(1-q)^{n}}\left\{1-q-q^{2}+q^{3}\right\}} \\
& {[n]!=\frac{p^{-n(n-1)}}{(1-q)^{n}}\left\{1-q-q^{2}+O\left(q^{4}\right)\right\} \quad n \geqslant 3} \tag{14a}
\end{align*}
$$

where the $\mathrm{O}\left(q^{3}\right)$ term vanishes in the last braces for $n \geqslant 3$. Likewise, $\log ([n] q!)=-n\{(n-1) \log p+\log (1-q)\}+\log \left\{(1-q)\left(1-q^{2}\right) \ldots\left(1-q^{n}\right)\right\}$
so
$\log \left([n]_{q}!\right)=-n\{(n-1) \log p+\log (1-q)\}+\log \left\{1-q-q^{2}+O\left(q^{4}\right)\right\} \quad n \geqslant 3$.
As in applications of Stirling's formulae, for $q$ small or $n$ large we will set the 'brace' equal to ' 1 ' in (14a), or set the second 'brace' equal to ' 1 ' in ( $14 b$ ), to obtain a simpler 'approximate series' or expression for analytic analysis. For $q$ small (or $n$ large) such an 'approximate series' gives a good estimate of the behaviour of the 'exact series' of interest. When desired, corrections from the brace factors can be systematically included (see appendix 3 ).

For the $q$-exponential function, the associated 'approximate series' $e_{q}^{\mathrm{A}}(x)$ is

$$
\begin{equation*}
e_{q}(x) \rightarrow e_{q}^{\mathrm{A}}(x) \equiv 1+\sum_{r=1}^{\infty} p^{r^{2-r}}(1-q)^{r} x^{r} \tag{15}
\end{equation*}
$$

Note that the magnitude of the ' $r$ th term' equals the magnitude of the ' $(r-1)$ st term' when

$$
|x|=\frac{p^{2-2 r}}{1-q} .
$$

So ' $c_{r} x^{\prime \prime}$ ' is the largest term in magnitude when

$$
\frac{p^{2-2 r}}{1-q}<|x|<\frac{p^{-2 r}}{1-q}
$$

In fact (see appendix 3) at the geometric mean of this interval

$$
|\bar{x}|=p \frac{p^{-2 r}}{1-q}
$$

the ' $c_{r} x$ ' term dominates the sum in magnitude for $e_{q}^{A}(x)$ when $q<0.043212 \ldots$ Then the sign of $e_{q}^{A}(-|\bar{x}|)$ equals $(-)^{r}$. Thus, $e_{q}^{A}(x)$ has infinitely many real negative zeros when $q<0.043212 \ldots$

So to obtain an asymptotic estimate for the location of the $n$th zero of $e_{q}(x)$ we assign $x$ a value $\tilde{\mu}_{n}^{e}$ such that the magnitude of the ' $n$th term' in (15) equals the magnitude of the ' $(n-1)$ st term'. Thereby, the asymptotic formula for $\tilde{\mu}_{n}^{e}$ is

$$
\begin{equation*}
\tilde{\mu}_{n}^{e}=-\frac{q^{(1-n) / 2}}{1-q} \quad n=1,2, \ldots . \tag{16}
\end{equation*}
$$

We denote such asymptotic values by a tilde. For each such asymptotic estimate for the zeros of a specific function which is given in this paper, we numerically find that for $n$ sufficiently large the associated fractional deviation is monotonic in $n$, with $q$ fixed ( $q \approx 0.1$ to 0.001 ).

Actually, for $e_{p}(x)$ there is a greater cancellation occurring than is suggested by the above reasoning. In fact, for $x=\tilde{\mu}_{n}^{e}$ the sum of the ' 1 ' plus the first $r_{n}=2 n-1$ terms in the approximate series $e_{q}^{\mathrm{A}}(x)$, see (15), vanishes. The remaining terms beyond the $r_{n}$ th are negligible. In particular, if we use (16) to rescale $x_{n}$

$$
\begin{equation*}
x_{n}=\left(\frac{p^{2(1-n)}}{1-q}\right) y_{n} \tag{17a}
\end{equation*}
$$

then

$$
\begin{equation*}
e_{q}^{A}(x)=1+\sum_{r=1}^{\infty} p^{r(r-2 n+1)} y^{r} \tag{17b}
\end{equation*}
$$

We call

$$
\begin{equation*}
1+\sum_{m=1}^{2 n-1} p^{m(m-2 n+1)} y^{m}=0 \tag{17c}
\end{equation*}
$$

the 'asymptotic polynomial' for $e_{q}(x)$. It vanishes for $y_{n}=-1$ (independent of $n$ ), so by (17a) the 'improved asymptotic formula' for the zeros of $e_{q}(x)$ is also (16).

For some of the other functions (e.g. the derivatives and indefinite integrals of $e_{q}(x)$ ) considered in this paper, 'improved asymptotic values' can be obtained by solving the associated 'asymptotic polynomial' for the $q$-analogue function of interest. For $y=-1$, the 'asymptotic polynomial' automatically vanishes for the following functions: $e_{q}(x)$, $\cos _{q}(y) \equiv \operatorname{Re}\left\{e_{q}(\mathrm{i} y)\right\}, \sin _{q}(y) \equiv \operatorname{Im}\left\{e_{q}(\mathrm{i} y)\right\} ;$ and for $q>1$ for $E_{q}(x), \operatorname{Cos}_{q}(y)$, and $\operatorname{Sin}_{q}(y)$, which are discussed in appendix 1.

Table 1 shows that the fractional deviation of $\tilde{\mu}_{n}$ from the actual real parts, $\mu_{n}$, is arbitrarily small as $q \rightarrow 0$ for the first eight zeros,

$$
z_{n}=\mu_{n}+\mathrm{i} v_{n}
$$

of $e_{q}(x)$. By (16), $e_{q}(x)$ has an infinite number of zeros when $q \neq 0$ or 1. By (16), for fixed $q \neq 0$ or 1 , the separation between adjacent zeros increases as $n$ increases since

$$
\begin{equation*}
\tilde{\mu}_{n+1}-\tilde{\mu}_{n}=q^{-1 / 2}\left(\tilde{\mu}_{n}-\tilde{\mu}_{n-1}\right) \tag{18a}
\end{equation*}
$$

So, the frequency of oscillation of $e_{q}(x)$ decreases as $x \rightarrow(-\infty)$. Since

$$
\begin{equation*}
\tilde{\mu}_{n+1} / \tilde{\mu}_{n}=1 / \sqrt{ } q \tag{18b}
\end{equation*}
$$

the zeros increase asymptotically in geometric proportion.
Similarly, for the turning points of $e_{q}(x)$, we find for $n=1,2,3, \ldots$ that

$$
\begin{equation*}
\tilde{\tau}_{n}^{e}=-\frac{q^{-n / 2}}{1-q}\left(\frac{n}{n+1}\right) \tag{19a}
\end{equation*}
$$

Table 1. The fractional deviations, $\left(\mu_{n}-\tilde{\mu}_{n}\right) / \tilde{\mu}_{n}$, of the asymptotic $\tilde{\mu}_{n}$ from the actual real parts $\mu_{n}$ for the first eight zeros. A triple asterisk entry denotes 'fractional deviation' $<10^{-4}$. Horizontal lines show where the collision points occur.

| q | $n=1$ | $n=2$ | $n=3$ | $n=4$ | $n=5$ | $n=6$ | $n=7$ | $n=8$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.100 | 0.3624 | -0.034 97 | $9.196 \mathrm{E}-5$ | -2.901E-8 | $9.163 \mathrm{E}-13$ | *** | *** | *** |
| 0.125 | 0.4343 | -0.08577 | 0.0003113 | -2.143E-7 | $1.848 \mathrm{E}-11$ | *** | *** | *** |
| 0.150 | 0.5247 | -0.2271 | 0.0008812 | $-1.149 \mathrm{E}-6$ | $2.249 \mathrm{E}-10$ | *** | *** | *** |
| 0.175 | 0.5118 | -0.1669 | 0.002208 | -4.961E-6 | $1.942 \mathrm{E}-9$ | $-1.331 \mathrm{E}-13$ | *** | *** |
| 0.200 | 0.5025 | -0.1125 | 0.005053 | $-1.837 \mathrm{E}-5$ | 1.310E-8 | $-1.877 \mathrm{E}-12$ | *** | *** |
| 0.225 | 0.4953 | -0.063 95 | 0.01073 | -6.081E-5 | $7.348 \mathrm{E}-8$ | $-2.007 \mathrm{E}-11$ | *** | *** |
| 0.250 | 0.4891 | -0.021 76 | 0.02121 | -0.000 1852 | $3.583 \mathrm{E}-7$ | $-1.746 \mathrm{E}-10$ | *** | *** |
| 0.275 | 0.4827 | 0.01348 | 0.03892 | -0.000 5312 | $1.586 \mathrm{E}-6$ | -1.289E-9 | $2.976 \mathrm{E}-13$ | *** |
| 0.300 | 0.4751 | 0.04158 | 0.06604 | -0.001 463 | $6.310 \mathrm{E}-6$ | -8.359E-9 | $3.366 \mathrm{E}-12$ | *** |
| 0.325 | 0.4658 | 0.06298 | 0.1040 | -0.003 951 | $2.380 \mathrm{E}-5$ | $-4.887 \mathrm{E}-8$ | $3.273 \mathrm{E}-11$ | ** |
| 0.350 | 0.4549 | 0.07857 | 0.1543 | -0.01086 | $8.547 \mathrm{E}-5$ | -2.633E-7 | $2.854 \mathrm{E}-10$ | $-1.851 \mathrm{E}-13$ |
| 0.375 | 0.4423 | 0.08927 | 0.2236 | -0.034 04 | 0.0002961 | $-1.332 \mathrm{E}-6$ | $2.255 \mathrm{E}-9$ | $-1.513 \mathrm{E}-12$ |
| 0.400 | 0.4281 | 0.09575 | 0.3105 | -0.090 23 | 0.0009982 | -6.417E-6 | $1.650 \mathrm{E}-9$ | -1.709E-11 |
| 0.425 | 0.4123 | 0.09847 | 0.3227 | $-0.03891$ | 0.003276 | $-2.9941 \mathrm{E}-5$ | $1.138 \mathrm{E}-8$ | $-1.845 \mathrm{E}-10$ |
| 0.450 | 0.3947 | 0.09767 | 0.3376 | 0.01250 | 0.01024 | -0.000 1372 | $7.519 \mathrm{E}-7$ | -1.873E-9 |
| 0.475 | 0.3752 | 0.09349 | 0.3522 | 0.06010 | 0.02876 | -0.000 6282 | $4.837 \mathrm{E}-6$ | -1.802E-8 |
| 0.500 | 0.3537 | 0.08597 | 0.3638 | 0.1003 | 0.06788 | $\sim 0.002696$ | $3.076 \mathrm{E}-5$ | -1.677E-7 |
| 0.525 | 0.3298 | 0.07508 | 0.3715 | 0.1326 | 0.1377 | -0.0166 | 0.0001963 | $-1.539 \mathrm{E}-6$ |
| 0.550 | 0.3034 | 0.06066 | 0.3756 | 0.1580 | 0.2267 | -0.0427 | 0.001266 | $-1.419 \mathrm{E}-5$ |
| 0.575 | 0.2739 | 0.04250 | 0.3763 | 0.1775 | 0.2559 | 0.0187 | 0.007867 | -0.000 1346 |
| 0.600 | 0.2411 | 0.02025 | 0.3737 | 0.1915 | 0.2857 | 0.0779 | 0.03780 | -0.001 367 |
| 0.625 | 0.2043 | -0.006 551 | 0.3677 | 0.2002 , | 0.3092 | 0.1262 | 0.1235 | -0.020 40 |
| 0.650 | 0.1627 | -0.038 54 | 0.3581 | 0.2038 | 0.3264 | 0.1645 | 0.1977 | 0.004876 |
| 0.675 | 0.1155 | -0.076 58 | 0.3444 | 0.2020 | 0.3378 | 0.1939 | 0.2423 | 0.07772 |
| 0.700 | 0.06144 | -0.1218 | 0.3261 | 0.1946 | 0.3434 | 0.2152 | 0.2775 | 0.1364 |
| 0.725 | -0,001 109 | -0.1757 | 0.3026 | 0.1809 | 0.3432 | 0.2287 | 0.3033 | 0.1817 |
| 0.750 | -0.074 36 | -0.2406 | 0.2725 | 0.1599 | 0.3366 | 0.2340 | 0.3203 | 0.2151 |
| 0.775 | -0.161 4 | -0.3193 | 0.2343 | 0.1302 | 0.3227 | 0.2306 | 0.3284 | 0.2371 |
| 0.800 | -0.2668 | -0.4164 | 0.1855 | 0.08936 | 0.3000 | 0.2173 | 0.3270 | 0.2476 |
| 0.825 | -0.3974 | -0.538 5 | 0.1224 | 0.03380 | 0.2659 | 0.191 .7 | 0.3146 | 0.2453 |
| 0.850 | -0.4880 | -0.6140 | 0.07754 | -0.000 5504 | 0.2437 | 0.1800 | 0.3357 | 0.2795 |

or

$$
\begin{equation*}
\tilde{\tau}_{n}^{e}=\tilde{\mu}_{n}^{e} q^{-1 / 2}\left(\frac{n}{n+1}\right) \tag{19b}
\end{equation*}
$$

Equivalently, $\tilde{\tau}_{n}^{e}$ are the asymptotic estimates for the zeros of the ordinary first derivative $e_{g}^{\prime}(x) \equiv \mathrm{d} e_{g}(x) / \mathrm{d} x$. An improved estimate for the $n$th zero is obtained by solving the associated asymptotic polynomial:

$$
\begin{align*}
& \tilde{\tau}_{n}^{e}=\left(\frac{q^{-n / 2}}{1-q}\right) y_{n} \\
& 1+\sum_{m=1}^{2 n-1} p^{m(m-2 n+1)}(m+1) y^{m}=0 \tag{20}
\end{align*}
$$

The asymptotic formula for the inflection points, i.e. for the zeros of the second derivative $e_{q}^{\prime \prime}(x)=\mathrm{d}^{2} e_{q}(x) / \mathrm{d}^{2} x$, is

$$
\begin{equation*}
\tilde{i}_{n}^{e}=-\frac{q^{-(n+1) / 2}}{1-q}\left(\frac{n}{n+2}\right) \tag{21a}
\end{equation*}
$$

For the $r$ th derivative of $e_{q}(x)$, the asymptotic formula for the zeros is ( $r \geqslant 1 ; n=$ $1,2, \ldots$ )

$$
\begin{equation*}
x_{n}^{(r)}=-\frac{q^{-(n+r-1) / 2}}{1-q}\left(\frac{n}{n+r}\right) \tag{21b}
\end{equation*}
$$

The improved estimate is

$$
\begin{equation*}
x_{n}^{(r)}=\frac{p^{-2(n+r-1)}}{1-q} y_{n}^{(r)} \tag{21c}
\end{equation*}
$$

with the asymptotic polynomial

$$
\begin{equation*}
r!+\sum_{m=1}^{2 n-1} p^{m(m-2 n+1)}(m+r)(m+r-1) \ldots(m+1) y^{3 n}=0 \tag{21d}
\end{equation*}
$$

In the same manner, we consider the indefinite integral

$$
\begin{align*}
e_{q}^{(-1)}(x) & \equiv \int^{x} e_{q}(y) \mathrm{d} y+\text { constant } \\
& =x+\frac{x^{2}}{2[1]!}+\frac{x^{3}}{3[2]!}+\ldots  \tag{22}\\
& =\sum_{n=0}^{\infty} \frac{x^{n+1}}{(n+1)[n]!}
\end{align*}
$$

where the constant has been chosen so $e_{q}^{(-1)}(0)=0$. The asymptotic 'zeros' of $e_{q}^{(-1)}(x)$ are at $\tilde{z}_{0}^{(-1)}=0$ and for $n=1,2, \ldots$ at

$$
\begin{equation*}
\tilde{z}_{n}^{(-1)}=-\frac{q^{-(n-1) / 2}}{1-q}\left(\frac{n+1}{n}\right) . \tag{23a}
\end{equation*}
$$

For the $r$ th indefinite integral of $e_{q}(x)$, the asymptotic formula for the zeros is ( $r \geqslant 1$; $n=1,2, \ldots$ )

$$
\begin{equation*}
x_{n}^{(-r)}=-\frac{q^{-(n-1) / 2}}{1-q}\left(\frac{n+r}{n}\right) . \tag{23b}
\end{equation*}
$$

The improved estimate is

$$
\begin{equation*}
x_{n}^{(-r)}=-\frac{p^{-2(n-1)}}{1-q} y_{n}^{(-r)} \tag{23c}
\end{equation*}
$$

with the asymptotic polynomial

$$
\begin{equation*}
\frac{1}{r!}+\sum_{m=1}^{2 n-1} \frac{p^{m(m-2 n+1)}}{(m+r)(m+r-1) \ldots(m+1)} y^{m}=0 \tag{23d}
\end{equation*}
$$

Figure 3 displays the indefinite integral of $e_{q}(x), e_{q}(x)$ itself, and its first and second derivatives.


Figure 3. Plot for $q=0.1$ showing the indefinite integral of $e_{q}(x), e_{q}(x)$ itself, and its first and second derivatives. Each shows the same universal behaviour, except that the first collision point $q^{(-1) *}$ has already accurred for the indefinte integral of $e_{q}(x)$.

In summary, we define the set of functions for ' $r$ ' a positive integer:
(i) $e_{q}^{(r)}(x)=\frac{\mathrm{d}^{r}}{\mathrm{~d} x^{r}} e_{q}(x)$

$$
\begin{align*}
& =\sum_{n=r}^{\infty} \frac{n(n-1) \ldots(n-r+1) x^{n-r}}{[n]!}  \tag{24a}\\
& =\sum_{n=r}^{\infty} \frac{n!}{(n-r)!} \frac{x^{n-r}}{[n]!} \tag{24b}
\end{align*}
$$

where $e_{q}^{(0)}(x)=e_{q}(x)$. Note that $e_{q}^{(1)}(0)=1$ but that the normalization for $e_{q}^{(r)}(0), r \neq 1$, is fixed by the definition (24a).
(ii) $e_{q}^{(-r)}(x)=\int^{x} \mathrm{~d} x_{1} \int^{x_{1}} \mathrm{~d} x_{2} \ldots \int^{x_{r-t}} \mathrm{~d} x_{r} e_{q}\left(x_{r}\right)+$ constant

$$
\begin{align*}
& =\sum_{n=0}^{\infty} \frac{1}{(n+r)(n+r-1) \ldots(n+1)} \frac{x^{n+r}}{[n]!}  \tag{25a}\\
& =\sum_{n=0}^{\infty} \frac{n!}{(n+r)!} \frac{x^{n+r}}{[n]!} . \tag{25b}
\end{align*}
$$

Note that as $q \rightarrow 1, e_{q}^{(r)}(x) \rightarrow \exp (x)$. The constant(s) in (25) have been chosen for simplicity so $e_{q}^{(-r)}(0)=0$. Consequently, $e_{q}^{(-r)}(x) \nrightarrow \exp (x)$ as $q \rightarrow 1$ since the $e_{q}^{(-r)}$ series begins with order $x^{r}$ terms. $A$ different choice of the constants can be easily made if needed in applications. Each $e_{q}^{( \pm r)}(x)$ is entire and has an essential singularity at infinity.

## 3. Properties of zeros of $e_{q}(x)$ as $q$ increases

At a $q$ value of $q_{1}^{*} \approx 0.14$, we find numerically that the first two zeros $z_{1}$ and $z_{2}$ of $e_{q}(x)$ collide at $x_{1}^{*} \approx-2.48$ and move off the negative real axis into the complex $z$ plane. They move off as (and remain) a complex conjugate pair. As $q$ increases, this occurs again for the associated-pair $z_{3}$ and $z_{4}$, etc. This behaviour of $e_{q}(x)$ is quantitatively summarized in the following tables and plots. We also find, from figure 3 and table 2, that a similar collision process occurs for the indefinite integral and first two derivatives of $e_{q}(x)$.

Note that this similar behavior for $x<0$ of the zeros of the various $e_{q}^{( \pm r)}(x)$ functions is not so surprising. The analytic $e_{q}$ function has an infinite number of zeros for $x<0$ which asymptotically go as $\tilde{\mu}_{n}$. Each of the entire $e_{q}^{( \pm r)}$ functions is defined by an infinite (convergent) alternating series, for $x<0$, and these series are related differentially. Thus, between successive zeros of $e_{g}^{(r)}$ there must be a smooth maximum (or minimum) which is the location of a zero of $e_{q}^{(r+1)}$. The simplest case is that there are no other relative maxima (or minimum) between such successive zeros. For $r>0$, this intertwining of the zeros of $e_{q}^{(r)}$ with those of $e_{q}^{(r+1)}$ in association with $e_{q}^{(r)}(x) \rightarrow \exp (x)$ as $q \rightarrow 1$ makes a common pairwise collision process the simplest option for the disappearance of the real zeros as $q \rightarrow 1$ (for instance, this intertwining prevents the zeros from going off to negative real infinity as $q \rightarrow 1$ ). We find no numerical evidence for any of the $e_{g}^{( \pm r)}$ functions that additional collisions among the zeros occur off the real axis in the compelx $z$ plane. A remark is also due on the properties $e_{q}^{(-r)}(x)$ in the negative $x$ region near the origin. The presence and location (in $q^{*}$ and $x^{*}$ ) of the zeros, and also the sign of $e_{q}^{(-r)}(x)$ at its turning points, is affected by the choice of normalization, $e_{q}^{(-r)}(0)=0$.

Table 2 lists the $q^{*}$ and $x^{*}$ values for the first five collision points for the four functions shown in figure 3.

Recall that we label the zeros of $e_{q}(x)$ by

$$
\begin{equation*}
z_{n}=\mu_{n}+\mathrm{i} v_{n} \tag{26}
\end{equation*}
$$

The real parts $\mu_{n}$ for the first 10 zeros are tabulated in table 3 and plotted in figure 4. For these real parts, the plot of figure 5 shows the asymptotic $\tilde{\mu}_{n}$ versus the numerically obtained $\mu_{n}$. Previously in table 1 this comparison was made by listing the fractional deviations. The magnitudes of the imaginary parts $v_{n}$ for the first 10 zeros are tabulated

Table 2. $q^{*}$ and $x^{*}$ values for the first five collision points for, respectively, the indefinite integral of $e_{q}(x)$, for $e_{q}(x)$ itself, and for its first and second derivatives. In the case of the indefinite integral of $e_{q}(x)$, for $n=1$ (and 4) the (daggered) values shown are remarkable in that $\mu_{1}=\mu_{2}$ (and $\mu_{7}=\mu_{8}$ ) for 20 significant figures.

| $n$ | $q_{n}^{*}$ | $x_{n}^{*}$ |
| :--- | :--- | :---: |
| 1 | $0.056 \dagger$ | -4.57240 |
| 2 | 0.237423 | -11.3341 |
| 3 | 0.384120 | -17.7556 |
| 4 | $0.488124 \dagger$ | -24.0425 |
| 5 | 0.563479 | -30.2722 |
|  |  |  |
| 1 | 0.140756658 | -2.47981 |
| 2 | 0.388476941 | -6.06719 |
| 3 | 0.536570493 | -9.53638 |
| 4 | 0.628767521 | -12.9689 |
| 5 | 0.690878670 | -16.3851 |
|  |  |  |
| 1 | 0.251977 | -3.48818 |
| 2 | 0.458251 | -6.99455 |
| 3 | 0.579584 | -10.4396 |
| 4 | 0.657398 | -13.8620 |
| 5 | 0.711185 | -17.2738 |
|  |  |  |
| 1 | 0.338992 | -4.42097 |
| 2 | 0.512004 | -7.90590 |
| 3 | 0.614215 | -11.3402 |
| 4 | 0.681284 | -14.7566 |
| 5 | 0.728579 | -18.1648 |

in table 4 and plotted in figure 6 . Note that in the $q$ range shown in figure 6 , the $n=1$ curve for $\left|v_{1}\right|$ in figure 6 crosses over two higher- $n$ curves, and the $n=3$ curve for $\left|v_{3}\right|$ crosses over one higher- $n$ curve.

For completeness, figures 7 and 8 contain plots of the polar coordinates of the first eight zeros. We define

$$
\begin{align*}
& \rho_{n} \equiv \sqrt{\mu_{n}^{2}+v_{n}^{2}}  \tag{27}\\
& \phi_{n} \equiv \tan \left(\left|v_{n} / \mu_{n}\right|\right) \tag{28}
\end{align*}
$$

where $\phi_{n}=0$ labels the negative real axis.

## 4. Properties of $e_{q}(z)$ in the complex $z$ plane

We have numerically studied the properties of $\operatorname{Re}\left\{e_{q}(z)\right\}$ and of $\operatorname{Im}\left\{e_{q}(z)\right\}$ in the complex $z$ plane as $q$ is varied. This behaviour is partially discernible from the discussion of $e_{q}(x)$ in sections 2 and 3, and from Exton's paper [1] on the properties of

$$
\begin{equation*}
\cos _{q}(y) \equiv \operatorname{Re}\left\{e_{q}(\mathrm{i} y)\right\}=\sum_{n=0}^{\infty}(-)^{n} \frac{y^{2 n}}{[2 n]!} \tag{29a}
\end{equation*}
$$

| $q$ | 21 | $z_{2}$ | $z_{3}$ | 24 | zs | $z_{6}$ | ${ }_{7}$ | $z_{3}$ | 29 | $z_{10}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.100 | -1,742 69 | -3.39491 | -11.1121 | -35.112 I | -111.111 | -351.364 | -1111.11 | -3513.64 | -11111.1 | -35136.4 |
| 0.125 | -2,020 42 | -2.977 13 | -9.145 70 | -25.859 9 | -73.1429 | -206.879 | -585.143 | -1655.03 | -4681.14 | -13240.3 |
| 0.141 | -2.479 82 | * | -8.273 32 | -22.038 4 | -58.7416 | -156.571 | -417.327 | -1112.35 | --2964.89 | -7902.66 |
| 0.150 | -2.475 44 | * | -7.850 05 | -20.2509 | --52,2876 | -135.006 | -348.584 | -900.040 | -2323.89 | -6000.26 |
| 0.175 | -2.483 07 | * | -6.941 73 | -16.5572 | -39.579 5 | -94,613 0 | -226.168 | -540.646 | -1292.39 | -3089.40 |
| 0.200 | -2.512 43 | * | -6.281 74 | -13.975 2 | -31.2500 | -69.8771 | -156.250 | -349.386 | -781.250 | -1746.93 |
| 0.225 | -2.556 73 | * | $-5.79696$ | -12.089 2 | -25.4879 | $-53.7331$ | -113.279 | -238.814 | -503.464 | -1061.39 |
| 0.250 | -2.609 87 | * | -5.44889 | -10.664 7 | -21,333 3 | -42,666 7 | -85.333 3 | -170.667 | -341.333 | -682,667 |
| 0.275 | -2.666 19 | * | -5.21877 | -9.559 44 | $-18.2388$ | -34.780 1 | -66.323 0 | -126.473 | -241.174 | -459.902 |
| 0.300 | -2.721 35 | * | -5.09862 | -8.681 31 | -15.873 1 | -28.9800 | -52.910 1 | -96.600 1 | -176.367 | -322.000 |
| 0.325 | -2.773 35 | * | -5.087 54 | -7.964 50 | -14.0262 | $-24.6030$ | -43.1565 | -75.701 5 | -132.789 | -232.928 |
| 0.350 | -2.82221 | * | -5.19755. | -7.35008 | -12,559 9 | -21.228 4 | -35.882 5 | -60:652 5 | -102.521 | -173.293 |
| 0.375 | -2,868 88 | * | -5.495 40 | $-6.73805$ | -11.3811 | -18.579 8 | -30.3407 | -49.5462 | -80.9086 | -132.123 |
| 0.388 | -2.893 47 | * | -6.06721 | * | -10.841 9 | -17.3849 | -27.892 8 | -44.751 6 | -71.800 3 | -115.198 |
| 0.400 | -2.91429 | * | -6.04285 | * | -10.4271 | -16.470 1 | -26.041 7 | -41.175 5 | -65.1042 | -102.939 |
| 0.425 | -2.959 08 | * | -6.041 85 | * | -9.660 06 | -14.7689 | -22.655 I | -34.751 3 | $-53.3060$ | -81.767 7 |
| 0.450 | $-3.00376$ | * | -6.099 31 | * | -9.071 59 | -13.3828 | -19.952 G | -29.7436 | -44.339 1 | -66.0969 |
| 0.475 | $-3.04875$ | * | -6.19041 | * | -8.692 16 | -12.2415 | -17.7731 | -25.7877 | -37.4168 | $-54.2900$ |
| 0.500 | -3.09447 | * | -6.287 60 | * | -8.582 56 | -11.2802 | -16,000 5 | -22.627 4 | -32.000 0 | -45.2548 |
| 0.525 | -3.141 38 | * | -6.380 14 | * | -8.85798 | $-10.3694$ | -14.551 7 | -20.079 3 | -27.7121 | -38.246 3 |
| 0.537 | $-3.16362$ | * | -6.421 99 | * | -9.53662 | * | -13.9746 | -19.068 7 | -26.032 1 | -35.5382 |
| 0.550 | -3.18995 | * | -6.470 41 | * | -9.499 96 | * | -13.3736 | -18.009 9 | -24.2849 | -32.745 7 |
| 0.575 | -3.240 69 | * | -6.560 97 | * | -9.564 23 | * | -12.4749 | -16.3198 | -21.524 9 | -28.3861 |
| 0.600 | -3.294 20 | * | -6.653 08 | * | -9.722 50 | * | -12.028 8 | -14.921 7 | -19.2905 | -24.903 4 |
| 0.625 | -3.351 14 | * | -6.74804 | * | -9.882 77 | * | -12.4620 | $-13.5400$ | -17.4807 | -22.105 7 |
| 0.629 | -3.36007 | * | -6.762 69 | * | -9.906 31 | * | -12.968 9 | ${ }^{*}$ | -17.2409 | -21.734 3 |
| 0.650 | -3.41232 | * | -6.847 37 | * | $-10.0390$ | * | -12.9676 | * | -16.069 2 | -19.8514 |
| 0.675 | $-3.47872$ | * | -6.952 86 | * | -10.1974 | * | -13.2036 | * | -15.443 5 | -18.0057 |
| 0.700 | -3.551 54 | * | -7.066 68 | * | -10.3608 | * | -13.450 1 | * | -16.3522 |  |
| 0.725 | -3.632 34 | * | -7.191 51 | * | -10.5332 | * | -13.6960 | * | $-16.6490$ | * |
| 0.750 | -3.723 14 | * | $-7.33083$ | * | -10.719 3 | * | -[3.949 1 | * | $-17.0054$ | * |
| 0.775 | -3.826 70 | * | -7.489 29 | * | -10.9254 | * | -14.2173 | * | -17.364 | * |
| 0.800 | -3.94687 | * | -7.673 37 | * | -11.1603 | * | -14.5i13 | * | -17.738 7 | * |
| 0.825 | -4.089 23 | * | -7.892 46 | * | -11.4362 | * | -14.847 0 | * | -18.121 8 | * |
| 0.850 | $-4.26236$ | * | -8.16100 | * | -11.7719 | * | -15.2514 | * | -18.569 8 | * |



Figure 4. Plot of the real parts of the first 10 zeros, $z_{n}=\mu_{n}+\mathrm{i} v_{n}$, near their collision points.


Figure 5. Plot showing the asymptotic expression, $\tilde{\mu}_{m}$, for the real parts of the first 10 zeros versus the numerically obtained real parts.

Table 4. $\left|v_{n}\right|$ for the first 10 zeros of $e_{q}(x)$.

| $q$ | $z_{1,2}$ | $z_{3,4}$ | $z_{5.6}$ | $z_{7.8}$ | $z_{9,90}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 0.150 | 0.350962 | 0 | 0 | 0 | 0 |
| 0.175 | 0.661285 | 0 | 0 | 0 | 0 |
| 0.200 | 0.866821 | 0 | 0 | 0 | 0 |
| 0.225 | 1.04574 | 0 | 0 | 0 | 0 |
| 0.250 | 1.21967 | 0 | 0 | 0 | 0 |
| 0.275 | 1.39733 | 0 | 0 | 0 | 0 |
| 0.300 | 1.58151 | 0 | 0 | 0 | 0 |
| 0.325 | 1.77228 | 0 | 0 | 0 | 0 |
| 0.350 | 1.96942 | 0 | 0 | 0 | 0 |
| 0.375 | 2.17356 | 0 | 0 | 0 | 0 |
| 0.388 | 2.28697 | 0 | 0 | 0 | 0 |
| 0.400 | 2.38606 | 0.570555 | 0 | 0 | 0 |
| 0.425 | 2.60873 | 1.03116 | 0 | 0 | 0 |
| 0.450 | 2.84355 | 1.39327 | 0 | 0 | 0 |
| 0.475 | 3.09280 | 1.75948 | 0 | 0 | 0 |
| 0.550 | 3.35907 | 2.15154 | 0 | 0 | 0 |
| 0.525 | 3.64545 | 2.56599 | 0 | 0 | 0 |
| 0.537 | 3.78580 | 2.76496 | 0 | 0 | 0 |
| 0.550 | 3.95565 | 3.00231 | 0.830746 | 0 | 0 |
| 0.575 | 4.29422 | 3.46558 | 1.50130 | 0 | 0 |
| 0.600 | 4.66674 | 3.96218 | 2.15882 | 0 | 0 |
| 0.625 | 5.08026 | 4.49965 | 2.87479 | 0 | 0 |
| 0.629 | 5.14666 | 4.58476 | 2.98668 | 0 | 0 |
| 0.650 | 5.54377 | 5.08757 | 3.63939 | 1.38073 | 0 |
| 0.675 | 6.06897 | 5.73827 | 4.46587 | 2.40535 | 0 |
| 0.700 | 6.67136 | 6.46806 | 5.37150 | 3.53662 | 1.05521 |
| 0.725 | 7.37199 | 7.29897 | 6.37913 | 4.76831 | 2.53483 |
| 0.750 | 8.20024 | 8.26159 | 7.52046 | 6.13458 | 4.17217 |
| 0.775 | 9.19837 | 9.39978 | 8.84078 | 7.68188 | 5.99048 |
| 0.800 | 10.4295 | 10.7789 | 10.4074 | 9.47917 | 8.06444 |
| 0.825 | 11.9926 | 12.5009 | 12.3249 | 11.6340 | 10.4978 |
| 0.850 | 14.0520 | 14.7347 | 14.7665 | 14.3069 | 13.9234 |
|  |  |  |  |  |  |
|  |  | 0 | 0 | 0 |  |



Figure 6. Plot of the magnitude of the imaginary parts of the first 10 zeros, $z_{n}=\mu_{n}+\mathrm{i} v_{n}$, near their collision points. The subscript $n$ labels the first (odd\#) zero of the associate pair.


Figure 7. Plot of the polar part, $\rho_{n}=\sqrt{\mu_{n}^{2}}+v_{n}^{2}$, of the first eight zeros near their collision points.


Figure 8. Plot of the magnitudes of the arguments of the first 10 zeros, $\phi_{n} \equiv \tan ^{-1}\left(\left|v_{n} / \mu_{n}\right|\right)$. Note that $\phi_{n}=0$ specifies the negative real axis.
and

$$
\begin{equation*}
\sin _{q}(y) \equiv \operatorname{Im}\left\{e_{q}(\mathrm{i} y)\right\}=\sum_{n=0}^{\infty}(-)^{n} \frac{y^{2 n+1}}{[2 n+1]!} \tag{29b}
\end{equation*}
$$

as $q$ is varied. Here $y$ is a real variable. These functions are respectively even and odd in $y$.

These $q$-analogue trigonometric functions are related by the $q$-derivative operation where $a=$ 'constant independent of $x$ '

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d}_{q} x} \sin _{q}(a x)=a \cos _{q}(a x)  \tag{30a}\\
& \frac{\mathrm{d}}{\mathrm{~d}_{q} x} \cos _{q}(a x)=-a \sin _{q}(a x) \tag{30b}
\end{align*}
$$

where

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d}_{q} x} f(x) \equiv \frac{f\left(q^{1 / 2} x\right)-f\left(q^{-1 / 2} x\right)}{q^{1 / 2} x-q^{-1 / 2} x} \tag{30c}
\end{equation*}
$$

They likewise satisfy the obvious (inverse) $q$-integration relation. Exton [1,10] has studied $q$-orthogonality properties they possess. For $\cos _{q}(y), y \geqslant 0$, the asymptotic zeros [1] and turning points are for $n^{c}=1,2,3, \ldots$

$$
\begin{align*}
& \tilde{\mu}_{n}^{c}=\frac{q^{3 / 4-n}}{1-q} \\
& \tilde{\tau}_{n}^{c}= \pm \frac{q^{-n-1 / 4}}{(1-q)}\left(\frac{n}{n+1}\right)^{1 / 2} \tag{31}
\end{align*}
$$

and $\tilde{\tau}_{0}^{\mathrm{c}}=0$. For $\sin _{q}(y)$ for $y>0$ they are for $n^{\mathrm{s}}=1,2,3, \ldots\left(\tilde{\mu}_{0}^{\mathrm{s}}=0\right)$

$$
\begin{align*}
& \tilde{\mu}_{n}^{\mathrm{s}}=\frac{q^{1 / 4-n}}{1-q} \\
& \tilde{\tau}_{n}^{\mathrm{s}}=\frac{q^{1 / 4-n}}{1-q}\left(\frac{2 n-1}{2 n+1}\right)^{1 / 2} \tag{32}
\end{align*}
$$

So for both $q$-trigonometric functions, as $|y|$ increases the frequency of oscillation decreases, and the amplitude is found to increase. Numerically we find for fixed $q$ that as $n \rightarrow \infty$ the fractional deviations of (31)-(32) from the actual values decrease monotonically. We have not found any numerical indication of possible non-real zeros for $\cos _{q}(z)$ or for $\sin _{q}(z)$ for $z$ complex. (If desired, the associated asymptotic polynomials and ordinary higher derivatives and higher-indefinite integrals can be obtained by the reader for these two functions).

To display the behaviour of $e_{q}(z)$ in the complex $z$ plane, we set $q=0.35$, which is after the collision point at $q_{1}^{*} \approx 0.14$. Figure 9 shows the contour plot for $\operatorname{Re}\left\{e_{q}(z)\right\}$, and figure 10 that for $\operatorname{Im}\left\{e_{q}(z)\right\}$. The graphical notation in these two figures is explained in their captions.

As $q$ increases beyond 0.35 towards 1, each associated pair of zeros similarly collides as discussed in section 3 and moves off into the complex $z$ plane. This numerically studied flow is consistent with the limiting behaviours as $q \rightarrow 1$,

$$
\begin{align*}
& \operatorname{Re}\left\{e_{q}(z)\right\} \rightarrow \operatorname{Re}\{\exp (z)\}=\mathrm{e}^{x} \cos y  \tag{33a}\\
& \operatorname{Im}\left\{e_{q}(z)\right\} \rightarrow \operatorname{Im}\{\exp (z)\}=\mathrm{e}^{x} \sin y \tag{33b}
\end{align*}
$$

displayed, for the reader's convenience, in the top row of figure 11 . Likewise, as $q \rightarrow 0$ it is evident how figures 9 and 10 change smoothly into the bottom row of figure 11 showing $\operatorname{Re}(1+z)=1+x$ and $\operatorname{Im}(1+z)=y$ in the same graphical notation.

If for $x$ real we define the $q$-analogue hyberbolic functions

$$
\begin{align*}
\cosh _{q}(x) & \equiv 1 / 2\left\{e_{q}(x)+e_{q}(-x)\right\}=\cos _{q}(\mathrm{i} x) \\
& =\sum_{n=0,2, \ldots}^{\infty} \frac{x^{n}}{[n]!} \tag{34a}
\end{align*}
$$



Figure 9. A 'contour plot' of $\operatorname{Re}\left\{e_{q}(z)\right\}$ in the complex $z=x+i y$ plane for $q=0.35$, which is after the first collision. The zeros of $e_{4}(z)$ are at the 'crossedcircle points'. The 'solid circie points' along the imaginary axis show the zeros of $\cos _{q}(y)=\operatorname{Re}\left\{e_{q}(\mathrm{i} y)\right\}$. An $n^{\text {o }}$ value labels each of these zeros, and also labels the contour lines which show where $\operatorname{Re}\left\{e_{q}(z)\right\}=0$. Heavy black borders display the regions where $\operatorname{Re}\left\{e_{q}(z)\right\}>0$.


Figure 10. A 'contour plot' of $\operatorname{Im}\left\{e_{q}(z)\right\}$ in the complex $z$ plane for $q=0.35$. Here, the 'solid circle points' along the imaginary axis show the zeros of $\sin _{q}(y)=$ $\operatorname{Im}\left\{e_{\varphi}(\mathrm{i} y)\right\}$. An $n^{3}$ value labels the $\sin _{q}(y)$ zeros, and also labels contour lines which show where $\operatorname{Im}\left\{e_{\psi y}(z)\right\}=0$. Heavy black borders show the regions where $\operatorname{Im}\left\{e_{q}(z)\right\}>0$. The broken contour lines show the $\operatorname{Re}\left\{e_{q}(z)\right\}=0$ contours overlaid from figure 9.

$$
\begin{align*}
\sinh _{p}(x) & \equiv 1 / 2\left\{e_{p}(x)+e_{q}(-x)\right\}=-i \sin _{q}(i x) \\
& =\sum_{n=1,3, \ldots}^{\infty} \frac{x^{n}}{[n]!} \tag{34b}
\end{align*}
$$

these even/odd functions are simply flatter counterparts of the usual ones; for instance, for $x>0$ they are both monotonic. Again

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d}_{q} x} \cosh _{q}(a x)=a \sinh _{q}(a x) \quad \frac{\mathrm{d}}{\mathrm{~d}_{q} x} \sinh _{q}(a x)=a \cosh _{q}(a x) . \tag{35}
\end{equation*}
$$

In terms of figures 1 and 2 they have a simple interpretation. Recall the $e_{q}(x)$ bound that $\left|e_{q}(x)\right| \leqslant e_{q}(|x|)$, so the distance of $e_{q}(x)$ below this upper bound for $x<0$ is

$$
\begin{align*}
\mathrm{d}_{\mathrm{b}} & \equiv e_{q}(|x|)-e_{q}(x) \\
& =-2 \sinh _{q}(x) \quad x<0 \tag{36a}
\end{align*}
$$

Likewise, the distance above this lower bound for $x<0$ is

$$
\begin{align*}
\mathrm{d}_{\mathrm{a}} & \equiv e_{q}(x)-\left\{-e_{q}(|x|)\right\} \\
& =2 \cosh _{q}(x) \tag{36b}
\end{align*}
$$

So, in general this bound is a very poor envelope for $e_{q}(x)$.

## 5. The reciprocal function $e_{q}^{-1}(z)$

By the Hadamard-Weierstrass factorization theorem, [12] we can obtain the infinite product representation for $e_{q}(x)$ for $0 \leqslant q<1$. We first use the expression for $\log \left([n]_{q}!\right)$


Figure 11 Contour plots of the complex function $e_{4}(z)$ for the limiting caes $q=1$ (top row) and for $q=0$ (bottom row) for comparison with the previous two figures. The first column, (a) and $(c)$, show $\operatorname{Re}\left\{e_{q}(z)\right\}$ and the second column, $(b)$ and $(d)$, show $\operatorname{Im}\left\{e_{q}(z)\right\}$. The labelling is respectively as for figures 9 and 10 .
preceding (14b) to calculate the order $\rho$ of the entire function $e_{\rho}(z)$. If the entire function $f(z)$ is of order $\rho$, then

$$
f(z)=O\left\{\exp \left(r^{\rho+ף}\right)\right\}
$$

as $|z|=r \rightarrow \infty$, for every $\varepsilon>0$, but not for any $\varepsilon<0$. Every polynomial is of order zero; for order zero entire functions

$$
f(z) \rightarrow O\left\{\exp \left(r^{\circ}\right)\right\}
$$

as $|z|=r \rightarrow \infty$. The standard formula for the order $\rho(f)$ for $f(z)=\Sigma_{n=0}^{\infty} c_{n} z^{n}$ is [12]

$$
\begin{aligned}
\rho\left\{\mathrm{e}_{q}(z)\right\} & =\lim _{n \rightarrow \infty} \sup \frac{n \log n}{\log \left[1 / c_{n} \mid\right.} \\
& =\lim _{n \rightarrow \infty} \sup \frac{n \log n}{\log \left([n]_{q}!\right)}
\end{aligned}
$$

where by (14b)

$$
\log \left([n]_{q}!\right)=n\{(n-1)|\log p|+|\log (1-q)|\}+r_{n}
$$

The remainder, which arises from the second 'braces' factor in (14b), is

$$
r_{n}=\sum_{m=1}^{n} \log \left(1-q^{m}\right)<0
$$

It is bounded by

$$
\left|r_{n}\right| \leqslant n|\log (1-q)| .
$$

Therefore, the order

$$
\rho\left\{\mathrm{e}_{q}(z)\right\} \leqslant\left\{\lim _{n \rightarrow \infty} \sup \frac{n \log n}{n(n-1)|\log p|}=0\right\} .
$$

Hence, for every $q, 0 \leqslant q<1, e_{q}(z)$ is an entire function of order 0 . For $0<q<1, e_{q}(z)$ is not a polynomial, so it has infinitely many zeros. With $z_{1}, z_{2}, \ldots$ equal to the zeros (listed in order of increasing magnitude), the product representation is [12] (since $\left.e_{q}(0)=1\right)$

$$
\begin{equation*}
e_{q}(z)=\prod_{n=1}^{\infty}\left(1-z / z_{n}\right) \quad q \neq 1 \tag{37}
\end{equation*}
$$

where $z_{n}=\mu_{n}+\mathrm{i} v_{n}$ is the $n$th zero of $e_{g}(x)$. Therefore, the reciprocal function can also be written as an infinite product

$$
\begin{equation*}
e_{q}^{-1}(z)=\prod_{n=1}^{\infty}\left(1-z / z_{n}\right)^{-1} \quad q \neq 1 \tag{38}
\end{equation*}
$$

where $e_{q}^{-1}(z) e_{q}(x)=1$. Also for all $\varepsilon>0$, the series

$$
\sum_{n=1}^{\infty} \frac{1}{\left|z_{n}\right|^{6}}
$$

converges, i.e. the exponent of convergence of the sequence $\left\{z_{n}\right\}$ is zero.
By multiplying out the product in (37), a sum rule for the zeros of $e_{q}(z)$ follows:

$$
\begin{equation*}
\sum_{n=1}^{\infty}\left(1 / z_{n}\right)=-1 \quad q \neq 1 \tag{39}
\end{equation*}
$$

In a separate paper, we will report on the higher-order sum rules for the zeros which follow from (37). (We have checked (39) numerically for $\sim 0.1<q<\sim 0.8$.)

Similarly, it is straightforward to directly show that the following functions are also order zero for $0 \leqslant q<1: e_{q}^{(r)}(z), e_{q}^{(-r)}(z), \cos _{q}(z)$ and $\sin _{q}(z)$. Hence, since the usual $\exp (z), \cos (z)$ and $\sin (z)$ functions are of order 1 , the order of these $q$-analogue entire functions is discontinuous in the limit $q \rightarrow 1$.


Figure 12. Plot showing the universal behaviour of the reciprocal function $e_{q}^{-1}(z)$ for $q<q_{1}^{*}\left(q_{1}^{*} \approx 0.14\right)$. The simple poles at $z_{n}$ with $n=1,2, \ldots$ are shown by vertical broken lines.

Figure 12 shows the universal behaviour of $e_{q}^{-1}$ for $x<0$ and $q<q_{1}^{*}\left(q_{1}^{*} \approx 0.14\right)$. As $q$ is increased beyond $q_{1}^{*} \approx 0.14$, the pair-associated simple poles of $e_{q}^{-1}$ collide and move off into the complex $z$ plane, etc. The discussion and figures 9-11 of section 3 for the properties of the zeros of $e_{q}(x)$ can be easily reinterpreted in terms of the poles of $e_{q}^{-1}(z)$. For example, the 'crossed-circle points' in these figures now show the location of the simple poles of $e_{q}^{-1}(z)$. For special $q$ values, i.e. the collision points $q_{n}^{*}, e_{q}^{-1}(z)$ does have a single double pole at $z=x_{n}^{*}$ on the negative real axis. For $q<q_{1}^{*}$, the infinite number of simple poles of $e_{q}^{-1}(z)$ lie only on the negative real axis.
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## Appendix 1. Properties of $E_{q}(z)$

For completeness, we briefly compare some of the analogous results [11,2] for the alternative realization [13,14] of the $q$-boson commutation relations in which $b$ and $b^{+}$ satisfy

$$
b b^{+}-q b^{+} b=1
$$

where $0<q<\infty$. Consequently the remaining 'type $\alpha$ ' realization listed in [13] is no different from this 'type $b$ ' realization. 'Type $\alpha$ ' is only a relabelling $q \rightarrow 1 / q$ with $b \rightarrow \alpha$, $b^{+} \rightarrow \alpha^{+}$so

$$
\alpha \alpha^{+}-q^{-1} \alpha^{+} \alpha=1
$$

The $q$-cs are defined [14] by

$$
|z\rangle_{J}=\left\{E_{q}\left(|z|^{2}\right)\right\}^{-1 / 2} \sum_{n=1}^{\infty} \frac{z^{n}}{\sqrt{[n]_{J}!}}|n\rangle
$$

for $0<q<1 ;[n]_{J}$ is defined below. The $q$-boson transformation [13] from the upper equation in (4) to above realization is $b=q^{N / 4} a, b^{+}=a^{+} q^{N / 4}$. The associated $q$-boson completeness relation [14] is

$$
\int \mathrm{d} \mu(z)|z\rangle_{J}\langle z|=1
$$

with

$$
\mathrm{d} \mu(z)=(1 / 2 \pi) E_{q}\left(|z|^{2}\right) E_{1 / q}\left(-q|z|^{2}\right)^{\prime} \mathrm{d}_{q}|z|^{2} \mathrm{~d} \theta \quad 0<q<1
$$

and $|z|^{2} \leqslant \zeta_{J}$. Here also it is the $E_{1 / q}\left(-q|z|^{2}\right)=\left\{E_{q}\left(q|z|^{2}\right)\right\}^{-1}$ factor that is important in the measure.

Figures 13 and 14 show the plots, respectively for $q \geqslant 1$ and $0<q<1$, of Jackson's $q$-exponential function [11]

$$
E_{q}(x)=\sum_{n=0}^{\infty} x^{n} /[n]_{J}!\quad[n]_{J} \equiv \frac{1-q^{n}}{1-q}
$$

For $q \geqslant 1$, this series converges uniformly and absolutely for all finite $z$. There is an essential singularity at infinity. The oscillations increase in amplitude as $x \rightarrow(-\infty)$.

The properties of $E_{q}(x)$ for $q>1$ appear qualitatively the same as those of $e_{q}(x)$ for $q$ less than the first collision point at $q_{1}^{*} \approx 0.14$. Since $e_{q}(x)$ is symmetric under $q \leftrightarrow 1 / q$, the just cited properties of $e_{q}(x)$ reported in the text also hold for $q>\left\{1 / q_{1}^{*}\right\}$ where $1 / q_{1}^{*} \approx 7.1$.

However, the zeros of $E_{q}(x)$ for $q>1$ do not collide pairwise as $q \rightarrow 1$ but instead move off to infinity so that $E_{q}(z) \rightarrow \exp (z)$ as $q \rightarrow 1$. Also, as for $e_{q}(z)$, when $q \rightarrow \infty$ a


Figure 13. Plot showing the universal behaviour of Jackson's $E_{q}(z)$ for $q>1$. The broken curve for $x$ positive is $\exp (x)$. The zeros are exactly at $\mu_{n}^{E}=-q^{\pi} /(q-1) ; n=1,2, \ldots$ So as $q \rightarrow 1$ these zeros move off to negative infinity.


Figure 14. Plot showing the universal behaviour of $E_{q}(x)$ for $q<1$. The broken curve for $x$ negative is $\exp (x)$. The simple poles at $q^{-n} /(1-q)$ with $n=$ $1,2, \ldots$ are shown by vertical broken lines.
single zero remains at $z=-1$ with $E_{q}(z) \rightarrow 1+z$. The zeros of $E_{q}(x)$ are at [11]

$$
\mu_{n}^{E \cdot}=q^{n} /(1-q)
$$

for $n=1,2, \ldots$ This follows ( $C$ Zachos, unpublished) easily from the recursion relation

$$
E_{q}(x)=\left[1+x\left(1-q^{-1}\right)\right] E_{q}(x / q)
$$

Iteration gives the infinite product representation

$$
\begin{aligned}
E_{q}(x) & =\lim _{R \rightarrow \infty}\left\{\prod_{r=0}^{R}\left(1+x\left(1-q^{-1}\right) q^{-r}\right)\right\} E_{q}\left(x / q^{R}\right) \\
& =\prod_{r=0}^{\infty}\left(1+x\left(1-q^{-1}\right) q^{-r}\right)
\end{aligned}
$$

since for fixed $x, q>1, E_{q}\left(x / q^{R}\right) \rightarrow E_{q}(0)=1$ as $R \rightarrow \infty$. Note that the sum rule $\Sigma_{n=0}^{\infty}\left(1 / \mu_{n}^{E}\right)=-1$ then follows easily since the $\mu_{n}^{E}$ form a geometric series.

A simple way ( C Zachos, unpublished) to obtain the recursion relation is to solve Jackson's $q$-derivative result $D_{q}\left(E_{q}\right)=E_{q}(x)=\left\{E_{q}(q x)-E_{q}(x)\right\} /\{q x-q\}$ for $E_{q}(q x)$, and then let $x q \rightarrow x^{\prime}$. So, such recursion relations actually just re-express the term-by-term, power series agreement that shows $D_{q}\left(E_{q}\right)$ equals $E_{q}$.

The analogous recursion relation for $e_{q}(x)$ has two terms:

$$
e_{q}(x)=e_{q}\left(q^{-1} x\right)+x\left(1-q^{-1}\right) e_{q}\left(q^{-1 / 2} x\right)
$$

However, unlike for $E_{q}(x)$, this recursion relation does not simply yield a formula for the zeros of $e_{q}(x)$.

It is important that $e_{q}(x)$ for $q>\left\{1 / q_{1}^{*}\right\}$ has 'twice' as many zeros as $E_{q}(z)$. This is easily seen, for by (16) the zeros of $e_{q}(x)$ are asymptotically at $\tilde{\mu}_{n}^{e}=-q^{(1-n) / 2} /(1-q)$ when $0<q<1$. For comparison with the zeros of $E_{q}(x)$ which are at $\mu_{n}^{E}$ for $q>1$, we therefore substitute $q \rightarrow 1 / q$ in $\tilde{\mu}_{n}^{e}$ and find that for $n=1,2, \ldots$

$$
\begin{aligned}
\left.\tilde{\mu}_{2 n-1}^{e}\right|_{q \rightarrow 1 / q} & =-\frac{q^{n}}{(q-1)} \quad q>\left\{1 / q_{1}^{*}\right\} \\
& =\mu_{n}^{E} .
\end{aligned}
$$

We use the notation $q \rightarrow 1 / q$ on the left-hand side of this equation to denote the explicit substitution which is required (because the text considers $0<q<1$ and not $1<q<\infty$ ) to compare the zeros of the text's $e_{q}(z)$ functions with this appendices' zeros for the $E_{q}(z)$ functions. This same notation is used below.

For $q>1$, the $E_{q}(x)$ zeros, or equivalently the $E_{q}^{-1}(x)$ poles, do not collide because their collision partners simply do not exist. This observation is relevant to the physical significance of the different $q$-boson realizations.

For $0<q<1$, the series for the meromorphic function $E_{q}(x)$ converges uniformly and absolutely for $|x|<(1-q)^{-1}$, but diverges otherwise. However, for any $s$, $E_{s}(x) E_{1 / s}(-x)=1$. So for $q=1 / s$ with $s>1, E_{q}(x)=1 / E_{1 / q}(-x)$. Thus, for $0<q<1$ figure 14 follows with simple poles for $E_{q}(x)$ at $q^{-n} /(1-q)$ for $n=0,1, \ldots$ Since the series representation diverges at $1 /(1-q)$, one must analytically continue the function for $x$ larger than this point. Therefore, it is not paradoxical that $E_{q}(x)<0$ for $x>0$ and $q<1$. For $q<1, E_{q}(x) \rightarrow \exp (x)$ as $q \rightarrow 1$, and $E_{q}(x) \rightarrow(1-x)^{-1}$ as $q \rightarrow 0$. For comparison with $e_{q}^{-1}(z)$ of figure 12 in section 6 , note that figure 14 can be interpreted as a plot of $E_{\bar{q}}^{-1}(x)$ except as plotted for the arguments $\bar{q}=1 / q$ and $\bar{x}=-x$.

For $q>1$, the complex $z$ plane plots for $\operatorname{Re}\left\{E_{q}(z)\right\}$ and for $\operatorname{Im}\left\{E_{q}(z)\right\}$ are qualitatively the same as the analogous ones for $e_{q}(z)$ for $q>\left\{1 / q_{1}^{*}\right\}$ where $1 / q_{1}^{*} \approx 7.1$. However, there are in general only half as many trajectories for the zeros of $E_{q}(z)$ as there are for $e_{q}(x)$. This was shown above for zeros on the real axis. For along the imaginary axis, we define [15]

$$
\begin{aligned}
\operatorname{Cos}_{q}(y) & \equiv \operatorname{Re}\left\{E_{q}(\mathrm{i} y)\right\} \\
& =\sum_{n=0}^{\infty}(-)^{n} \frac{y^{2 n}}{[2 n]_{j}!} \\
\operatorname{Sin}_{q}(y) & \equiv \operatorname{Im}\left\{E_{q}(\mathrm{i} y)\right\} \\
& =\sum_{n=0}^{\infty}(-)^{n} \frac{y^{2 n+1}}{[2 n+1]_{J}!} .
\end{aligned}
$$

For these functions there is a matrix recursion relation:

$$
\binom{\operatorname{Cos}_{q}(y)}{\operatorname{Sin}_{q}(y)}=\left(\begin{array}{cc}
1 & -\left(1-q^{-1}\right) y \\
\left(1-q^{-1}\right) y & 1
\end{array}\right)\binom{\operatorname{Cos}_{q}(y / q)}{\operatorname{Sin}_{q}(y / q)} .
$$

However, for $q>1$ these functions do have asymptotically half as many zeros as their respective counterparts $\cos _{q}(y)$ and $\sin _{q}(y)$ of (29). In particular, the relations between the respective asymptotic formulae for their zeros for $y \geqslant 0$ are

$$
\left.\tilde{\mu}_{2 n-3 / 4}^{c}\right|_{q \rightarrow 1 / q}=\frac{q^{2 n-1 / 2}}{q-1}=\tilde{\mu}_{n}^{c} \quad q \gg 1
$$

and ( $\tilde{\mu}_{o}^{\mathrm{S}}=0$ )

$$
\tilde{\mu}_{2 n-1 / 4 / q \rightarrow 1 / q}^{\mathrm{s}}=\frac{q^{2 n+1 / 2}}{q-1}=\tilde{\mu}_{n}^{\mathrm{s}} \quad q \gg 1 .
$$

For the $r$ th derivative of $E_{1 / q}(x), q<1$,

$$
\begin{aligned}
E_{1 / 9}^{(r)}(x) & =\frac{\mathrm{d}^{r}}{\mathrm{~d} x^{r}} E_{1 / q}(x) \\
& =\sum q^{1 / 2 n(n-1)} \frac{n(n-1) \ldots(n-r+1)}{[n] \jmath!} x^{n-r}
\end{aligned}
$$

we find the asymptotic formula for the zeros $(r \geqslant 1 ; n=1,2, \ldots$ )

$$
x_{n}^{(r)}=-\frac{q^{-(n+r-1)}}{1-q}\left(\frac{n}{n+1}\right)
$$

which can be improved by solving ( $p=q^{1 / 4}$ )

$$
r!+\sum_{m=1}^{2 n-1} p^{2 m(m-2 n+1)}(m+r)(m+r-1) \ldots(m+1) y^{m}=0
$$

where the improved

$$
x_{n}^{(r)}=-\frac{q^{-(n+r-1)}}{1-q} y_{n}^{(r)} .
$$

Similarly, for the $r$ th indefinite integral

$$
\begin{aligned}
& E_{1 / q}^{(-r)}(x) \equiv \sum_{n=0}^{\infty} \frac{q^{n(n-1) / 2}}{(n+r)(n+r-1) \ldots(n+1)} \frac{x^{n+r}}{[n]_{J}!} \\
& x_{n}^{(-r)}=\frac{q^{-(n-1)}}{1-q} y_{n}^{(-r)} \quad y_{n}^{(-r)} \approx-\frac{n+r}{n} \\
& \frac{1}{r!}+\sum_{m=1}^{2 n-1} \frac{p^{2 m(m-2 n+1)}}{(m+r)(m+r-1) \ldots(m+1)} y^{n}=0 .
\end{aligned}
$$

Lastly, as in section 5 , it is straightforward to directly show for $q>1$ that the following entire functions are also order zero: $E_{q}(z), E_{q}^{(r)}(z), E_{q}^{(-r)}(z), \operatorname{Cos}_{q}(z)$ and $\operatorname{Sin}_{q}(z)$.

## Appendix 2. Auxiliary $\boldsymbol{q}$-boson operators $\tilde{a}_{k}, \tilde{a}_{\boldsymbol{k}}^{+}$

Auxiliary $q$-boson operators were introduced in [7]. For $k$ fixed, we set $\bar{j} \equiv j+k$ and require

$$
\tilde{a}_{k}|\bar{j}\rangle \equiv\left\{\begin{array}{cc}
{[j]^{1 / 2}|\bar{j}-1\rangle} & \text { if } \bar{j}>k \\
\text { zero } & \text { if } \bar{j} \leqslant k
\end{array}\right.
$$

and

$$
\tilde{a}_{k}^{+}|\bar{j}\rangle \equiv[j+1]^{1 / 2}|\bar{j}+1\rangle \quad \text { if } \bar{j} \geqslant k .
$$

So $\tilde{a}_{k}|k\rangle=0$. Then in the $|n\rangle_{q}$ basis, on the subspace spanned by $|k+j\rangle, j \geqslant 0$,

$$
\begin{aligned}
& \tilde{a}_{k} \tilde{a}_{k}^{+}=\left[\tilde{N}_{k}+1\right] \\
& \tilde{a}_{k}^{+} \tilde{a}_{k}=\left[\tilde{N}_{k}\right]
\end{aligned}
$$

where $\widetilde{N}_{k}|j+k\rangle=j|j+k\rangle$. Also, $\left[\tilde{N}_{k}, \tilde{a}_{k}^{+}\right]=\tilde{a}_{k}^{+},\left[\widetilde{N}_{k}, \tilde{a}_{k}\right]=-\tilde{a}_{k}$. Thus, for each distinct $k, \tilde{a}_{k}$ and $\tilde{a}_{k}^{+}$are defined on an infinite-dimensional subspace $|k+j\rangle, j \geqslant 0$, and satisfy a quantum algebra

$$
\tilde{a}_{k} \tilde{a}_{k}^{+}-q^{ \pm 1 / 2} \tilde{a}_{k}^{+} \tilde{a}_{K}=q^{\mp \tilde{N}_{k} / 2}
$$

on this subspace.

## Appendix 3. Other results about $e_{q}(z)$

Contributions to $e_{q}(x)$ and $e_{q}^{\prime}(x)$ from neglected terms
For $e_{q}(x)$, the contributions from the neglected terms at the asymptotic zero values, $x=\tilde{\mu}_{n}^{e}$, can be systematically evaluated. These corrections arise from the ' $\} \rightarrow 1$ ' approximation to $[n]$ ! in (14a) and from the neglected $r \geqslant 2 n$ terms in (17b):

$$
\begin{aligned}
& e_{q}\left(\tilde{\mu}_{1}\right)=q^{1 / 2}-q+\mathrm{O}\left(q^{2}\right) \\
& e_{q}\left(\tilde{\mu}_{2}\right)=q^{3 / 2}+\mathrm{O}\left(q^{2}\right) \\
& e_{q}\left(\tilde{\mu}_{n}\right)=-q+\mathrm{O}\left(q^{3 / 2}\right) \quad n \geqslant 3 .
\end{aligned}
$$

Similarly, for the first derivative $e_{q}^{\prime}(x)$, we find

$$
\begin{aligned}
& e_{q}^{\prime}\left(\dot{\tau}_{1}\right)=3 q^{1 / 2} y^{2}+\mathrm{O}\left(q^{3 / 2}\right) \\
& e_{q}^{\prime}\left(\tilde{\tau}_{2}\right)=5 q y^{4}+\mathrm{O}\left(q^{3 / 2}\right) \\
& e_{q}^{\prime}\left(\tilde{\tau}_{3}\right)=7 q^{3 / 2} y^{6}+\mathrm{O}\left(q^{2}\right) \\
& e_{q}^{\prime}\left(\tilde{\tau}_{4}\right)=q^{2} y^{6}\left(9 y^{2}+8 y\right)+\mathrm{O}\left(q^{5 / 2}\right) \\
& e_{q}^{\prime}\left(\tilde{\tau}_{n}\right)=2 n q^{2} y^{2 n-1}+\mathrm{O}\left(q^{5 / 2}\right) \quad n \geqslant 5
\end{aligned}
$$

where $y_{n} \approx-n /(n+1)$ is the solution to the associated asymptotic polynomial (20).

## Properties of the approximate series $e_{q}^{\mathrm{A}}(x)$

The approximate series $e_{q}^{A}(x)$, given in (15), has been introduced as a useful approximation to $e_{q}(x)$ for $q \ll 1$. As $q \rightarrow 0$, both $e_{q}$ and $e_{q}^{\mathrm{A}} \rightarrow z+1$, but as $q \rightarrow 1, e_{q}^{\mathrm{A}} \rightarrow 1$ and not to the usual $\exp (z)$. Nevertheless, we do find numerically that the exact zeros of the approximate series $e_{q}^{A}(x)$ also collide in pairs as $q$ increases above $q_{A}^{*} \approx 0.095$ in a similar manner to what occurs for the $q$-exponential function itself, $e_{q}(x)$. For comparison with the $\left(q^{*}, x^{*}\right)$ values for $e_{q}(x)$ which are listed in table 2 , for $e_{q}^{A}(x)$ we find the first five collision points are $\left(q_{\mathrm{Al}}^{*}, x_{\mathrm{Al}}^{*}\right)=(0.0956,-2.566),(0.2677,-8.263)$, $(0.3977,-14.73),(0.4917,-21.49)$ and $(0.5614,-28.41)$. So the collisions occur at somewhat smaller $q^{*}$ and $x^{*}$ values for $e_{q}^{A}(x)$ than for $e_{q}(x)$.

For $q \ll 1$, in the text following (15), the geometric mean $|\bar{x}|=p^{1-2 r}(1-q)^{-1}$ of the interval associated with the term ' $c_{r} \bar{x}$ ' in the $e_{q}^{A}(x)$ series is introduced. Note that at the geometric mean

$$
c_{r-n}|\bar{x}|^{r-n}=p^{-r^{2}+n^{2}}
$$

gives the value of the other terms of the series (for $n$ negative and positive). Thus, $c_{r} \bar{x}^{r}$ dominates the sum in magnitude for $e_{q}^{\mathrm{A}}(x)$ when

$$
\left|c_{r} \bar{x}^{r}\right|>1+c_{1}|\bar{x}|+\ldots+c_{r-1}|\bar{x}|^{r-1}+c_{r+1}|\bar{x}|^{r+1}+\ldots
$$

or

$$
p^{-r^{2}}>2\left\{p^{-r^{2}+1}+p^{-r^{2}+4}+p^{-r^{2}+9}+\ldots\right\}
$$

or

$$
1>2\left\{p+p^{4}+p^{9}+\ldots+p^{m^{2}}+\ldots\right\} .
$$

This last inequality holds when $p<0.45593317 \ldots, q<0.043212024 \ldots$ Note that in the $p^{-r^{2}}$ and following other inequality the expressions only go back to $c_{0}=1$, but go from $c_{r+1}$ on to infinity. So for $q<0.0432$, the $c_{r} \bar{x}^{r}$ term does, indeed, dominate the sum in magnitude for the $e_{q}^{\mathrm{A}}(x)$ series.
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